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Seemingly Sad State of Affairs
 for SCs in Japan circa 2010…	
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Petascale Machines in Japan will
 be arriving fast circa 2012	


•  TSUBAME2.0 (2010Q4, 2.4PF Tokyo Inst. Tech.) 
•  HA-PACS (2011Q4, ~1PF, Univ. Tsukuba) 
•  Univ. Tokyo (2012Q1 ~1PF non-cluster) 
•  Kyoto-U (2012Q2, 0.7PF?) 

•  “Kei” (2012Q2? 10PF, Kobe National Facility) 

•  DDBJ (2012Q1 >20PBytes, N Genomics Inst.) 
•  KEK (2012, ???, post BG/L) 
•  Most facilities power constrained 
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TSUBAME2.0 Operational Nov.1, 2010	


4 



HA-­‐PACS	
  (Highly	
  Accelerated	
  Parallel	
  Advanced	
  system	
  for	
  
Computa<onal	
  Sciences),	
  U.	
  Tsukuba	


•  GPU-­‐base	
  cluster	
  with	
  up	
  to	
  1PFLOPS	
  peak	
  

•  High	
  density	
  of	
  mul<-­‐GPU	
  nodes	
  

•  Experimental	
  technology	
  for	
  GPU-­‐GPU	
  and	
  node-­‐node	
  direct	
  
communica<on	
  based	
  on	
  PCI-­‐E	
  ac<ve	
  switch	
  by	
  newly	
  developed	
  PEACH	
  
communica<on	
  chip	
  (par<ally)	
  

•  System	
  delivery	
  on	
  Dec.	
  2011	
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Evidence of Supercomputing Populism 
“The Recent Japanese NextGen Kobe 

SC Project Cancellation Fiasco”	


•  May 2009 (precursor) – NEC&Hitachi announces pullout from
 Japanese NextGen Kobe SC Project 
–  Result – public outcry denouncing NEC as “loser” “traitor” 

•  Sep. 2009 – new “Democratic Party”  
took over, slated to  eliminate govt. waste 

•  Nov. 2009 – committees set-up, populated 
 with “experts”(???) to review numerous  
projects and institutions out of the blue,  
just an hour each 

•  Nov. 16, 2009 – The NextGen project was reviewed,
 recommendation: “freeze (zero budget)” effectively killing the
 project(!) 
–  “Why  must we be #1? Why can’t we be just #2?” 
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Retaliation of Scientists and the Public	

•  Immediate reaction by numerous academic societies – Physics,

 Informatics, Mechanical Engineering, … 
•  Press conference by famous Nobel  

laureates denouncing government’s  
decision 
–  Head of Riken “Do the reviewers have the  

guts to be stand the trial of history”?   
•  Public outcry blaming the government  

for sacrificing science and engineering,  
endangering Japan’s core competence 
–  “It is worthless to aim for #2 in Science and Engineering” 

•  Due to public pressure, the project was resurrected 
–  “SUPACON = Supercomputer” becomes a household terminology 

•  But renamed to HPCI (High Performance Comp.
 Infrastructure) 
–  HPCI = Kobe project + HPCI Consortium 
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Consortium and High-performance
 Computing Infrastructure (HPCI) 

•  Background:  
– Goal NGS “reconsidered” by the new government for accountability for

 "taxpayers" : “Creation of the Innovative High-Performance Computing
 Infrastructure (HPCI)”. 

•  HPCI: High-Performance Computing Infrastructure  
– Integrated operation of NGS with other institutional supercomputers 
– Seamless access from supercomputers and user's machines to NGS. 
– Large-scale storage systems  
  shared by NGS and others. 

•  HPCI (or HPC) Consortium 
– To play a role as a main body 
   to run HPCI (and design HPCI). 
– To organize computational  
  science communities from  
  several application fields and  
  institutional/university  
  supercomputer centers.  

•  Including the Kobe Center 
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HPCI Consortium	


•  HPCI = Kobe project + HPCI Consortium 
•  Consortium Still in Planning Stage 
•  Expected to be a PRACE or TeraGrid-like

 organization, with the Kobe facility as a
 centerpiece 

•  Membership approval already done 
– 25 “Resource Provider” Organizations (SCs) 
– 13 “User Community” Organizations	
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Still we got our work cut out… 
Post Petascale Projects Just Started…	
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~$30mil total,  
$3~5 mil 5 year projects x 10 
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Expected funding and plans beyond NGS	


•  Call for proposals for JST CREST (Core Research for
 Evolutional Science and Technology) for "new HPC
 technologies" 
–  500-600M JPY(5M USD) for 5-7 years (4-5 B JPY in total)　 

~$30 million total  
–  System software-oriented, NOT hardware 
–  Assume post-petascale architecture 
–  Real Software deliverable pieces required, not just papers 
–  Sato, Matsuoka, etc. to play proactive “advisory” role 

•  Researches for the next of NGS (exascale?) will also be
 conducted in the AICS (Kobe Center). 
–  2 teams currently by Ishikawa and Sato 

•  In the 4th Science and Technology Basic Plan (FY2011
-FY2015) 
–  Now under discussion toward exaflops class HPC technology	
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International Fundings 

•  France and Japan Fund: A collaborative call for
 proposals between "ANR-JST in ICT (Information and
 Communication Science and Technologies)" includes
 "Software and algorithm aspects of high performance
 computing (Axis 8)" 
–  "Framework and Programming for Post Petascale Computing

 (FP3C)" has been accepted. 
–  PI of Japan: M. Sato, PI of France: S. Petiton 

•  Ishikawa, Boku, Nakashima, Sakurai, Matsuoka, … 
•  Key people from the French side: Cappello, Dayde, Namyst, Calvin, … 

•  G8 calls 
–  Many projects have been proposed. 
–  Now in the second stage of the selection. 


