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Looking at the Gordon Bell Prize 

  1 GFlop/s; 1988; Cray Y-MP; 8 Processors 
 Static finite element analysis 

  1 TFlop/s; 1998; Cray T3E; 1024 Processors 
 Modeling of metallic magnet atoms, using a                   

variation of the locally self-consistent multiple             
scattering method. 

  1 PFlop/s; 2008; Cray XT5; 1.5x105 Processors 
 Superconductive materials 

  1 EFlop/s; ~2018;   ?; 1x107 Processors (109 threads)   
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Performance Development in Top500 
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A Call to Action 

  Hardware has changed dramatically while software ecosystem 
has remained stagnant 

  Previous approaches have not looked at co-design of multiple 
levels in the system software stack (OS, runtime, compiler, 
libraries, application frameworks) 

  Need to exploit new hardware trends (e.g., manycore, 
heterogeneity) that cannot be handled by existing software 
stack, memory per socket trends 

  Emerging software technologies exist, but have not been fully 
integrated with system software, e.g., UPC, Cilk, CUDA, HPCS 

  Community codes unprepared for sea change in architectures 

  No global evaluation of key missing components 



IESP Goal 

Build an international plan for developing 
the next generation open source software 
for scientific high-performance computing 

Improve the world’s simulation and modeling 
capability by improving the coordination and 
development of the HPC software environment 
Workshops: 



Impact of Exascale 

Strong science 
case for the 
continued 
escalation of 
high-end 
computing. Broad consensus 

necessitate the 
redesign and 
replacement of many 
of the algorithms and 
software 
infrastructure that 
HPC has built on for 
more than a decade.   



Factors that Necessitate Redesign 
  Steepness of the ascent from terascale to petascale 

to exascale 
  Extreme parallelism and hybrid design 

  Preparing for million/billion way parallelism 

  Tightening memory/bandwidth bottleneck 
  Limits on power/clock speed implication on multicore 
  Reducing communication will become much more intense  
 Memory per core changes, byte-to-flop ratio will change 

  Necessary Fault Tolerance 
 MTTF will drop 
 Checkpoint/restart has limitations 

  Software infrastructure does not exist today  



International Community Effort 

  We believe this needs to be an international 
collaboration for various reasons including: 
 The scale of investment 
 The need for international input on requirements  
 US, Europeans, Asians, and others are working on their 

own software that should be part of a larger vision for 
HPC. 

 No global evaluation of key missing components 
 Hardware features are uncoordinated with 

software development 



Where We Are Today: 

  SC08 (Austin TX) meeting to generate interest 

  DOE’s Office of Science funding 

  US meeting April 6-8, 2009  

  65 people 

  NSF’s Office of Cyberinfrastructure funding 

  European meeting June 28-29, 2009 

  70 people 

  Draft Roadmap 

  Outline Report 

  Asian meeting (Tsukuba Japan) October 18-20, 2009 

  Refine roadmap 

  Refine Report 

  SC09 (Portland OR) BOF to inform others 

  Public Comment 

  Draft Report presented  

Nov 2008 

Apr 2009 

Jun 2009 

Oct 2009 

Nov 2009 



Follow on Workshops 

  Spring of 2010  
 Continued coordination 
 Refine Roadmap 
  Implementing the plan 



A Running Start - White Papers: 
www.exascale.org 



Workshops and Report 

  3 workshops  
1.  Santa Fe, April 7-8 
2.  Paris, June 28-29 
3.  Tsukuba, October 18-20 

  Broad engagement by the community 
  Initial reports in fall 2009 
  Draft report presented at SC09 
  Planning for IMMEDIATE payoff 

 Could begin initial components of plan in FY10 




